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ABSTRACT 

Image classification is an essential task in machine learning and computer 

vision however it is still challenging. Although, over the past years, 

Convolutional Neural Networks (CNNs) have greatly boosted the performance 

of a series of image classification tasks, recent works have shown that the 

softmax commonly used at the classification layer has exhibited some 

limitations. These limitations include low prediction performance. This 

research work aims at replacing the fully connected and the softmax layers with 

k-nearest neighbor so as to hybridize the model. This enabled us to overcome 

the limitation of the softmax as well to use the KNN to classify large dataset. 

CNN was adopted for feature extraction and the KNN for classification. 

Comparison of our model was done with two existing models- the original CNN 

and the CNN-SVM.  Each model was executed ten times on four datasets and 

obtained as mean for three models as 358.92s for the CNN, CNNSVM 46.02s and 

our model CNNKNN 39.42s as training time respectively.  

 

Keywords: Training, Convolutional, Neural, Network, Adding, K-Neareaset. 

 

INTRODUCTION  

Image classification forms an important part of image processing. The objective 

of image classification is the automatic allocation of image to thematic classes 

(Lillesand et al., 2004). Today, the internet is full of abundance of images and 
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videos, which is promoting the development of different kinds of applications 

and algorithms that can perform all kinds of tasks on them. 

Artificial intelligence is a computer science field that is used for the creation of 

intelligent machines that behave like humans. Artificial Intelligence has been 

defined by Meek et al., (2016) as the capacity of a computer to perform 

operations analogous to learning and decision making in humans.  

Machine learning (ML) is a branch of artificial intelligence in which machines 

learn from examples, data, and experience. Machine learning emphases on the 

capability of machines to accept a set of data and then learn for themselves and 

also to alter algorithms as they acquire more knowledge about the data they are 

processing.  Machine learning systems can carry out complex and difficult 

processes by learning from data, rather than following pre-programmed rules 

(Sharma & Kumar, 2017).   

Deep learning can be considered a subcategory in machine learning that can 

also be referred to as deep neural networks which describes the many layers 

involved. A neural network consists of a single layer of data, whereas a deep 

neural network has two or more. Deep learning networks need to observe large 

quantities of items in order to be trained. Instead of being programmed with the 

edges that define items, the systems learn from exposure to millions of data 

points. An example is the Google Brain learning which can recognize cats after 

being exposed over ten million images.  

The convolutional neural network (CNN) has recently achieved great success 

in many computer vision tasks. CNN was partially inspired by neuroscience and 

thus shares many of the brain’s properties. Training a CNN can be achieved by 

back-propagating the classification error, which requires a reasonable amount 

of training data based on the size of the network. 

Image classification can be defined as the task of categorizing images into one 

of several predefined classes, is a fundamental problem in computer vision. 

According to Karpathy  (2016), image classification forms the basis for other 

computer vision tasks such as localization, detection and segmentation. Image 

classification is an important task in the field of machine learning and image 

processing, which is widely used in many fields, such as computer vision, 

network image retrieval and military automation target identification. K-

Nearest Neighbor (KNN) algorithm is one of the typical and simplest method 

used in image classification (Dang et al., 2018) 
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K-Neareast Neighbor (KNN) is a simple algorithm that stores all available cases 

and classifies new cases based on a similarity measure. Nearest Neighbor 

classification of objects is based on their similarity to the training sets and the 

statistics defined. KNN’s basic idea is that if the majority of the k nearest 

samples of an image in the feature space belong to a certain category, the image 

also belongs to this category. KNN consists of two main procedures: similarity 

computing and k nearest samples searching. Since KNN requires no learning 

and training phases and avoids overfitting of parameters, it has a good accuracy 

in dealing with classification tasks with more samples and less classes. The k 

nearest neighbor (KNN) classifier is based on the Euclidean distance between a 

test sample and the specified training samples as described in (Weinberger et 

al., 2006).  

CNNs, as standard feature extractors, have been continuously used to improve 

computer vision in terms of accuracy. This implies shunning the traditional 

hand-crafted feature extraction techniques in computer vision problems. The 

features learned from CNNs are generated using a general-purpose learning 

procedure (Lecun et al., 2015).  Combining both hand-crafted features and 

machine learned feature is increasingly becoming a hot spot (Li et al., 2016).  

The common architecture of CNNs contains many layers to recurrently extract 

suitable image features and feed them to the softmax function (also known as 

multinomial logistic regression) for classification (Szegedy et al., 2015). 

Agarap, (2017) replaced softmax with Support Vector Machine (SVM)  in order 

to overcome the limitation of softmax classifier which according to Tang, 

(2013), often displays a low prediction performance.  

KNN needs to compute the distance (or similarity) of all training samples for 

each test sample in the process of selecting k nearest neighbors. The high cost 

(i.e. linear time complexity over the sample size) prohibits the traditional KNN 

method to be used in big data (Zhu et al., 2014). According to Nugraheeni & 

Mutijarsa, (2016), at every stage of supervised learning K-NN can perform 

better than the SVM.   

The aim of this work is to propose a hybrid model for image classification with 

reduced complexity and improve precision that can be easily trained and can 

adapt to different data and tasks for image classification. We apply 

convolutional neural networks (CNN) for feature extraction to reduce image 

dimensions for faster and accurate classification. Then incorporate K-Nearest 
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Neighbor (KNN) as the classifier for the images based on the extracted features. 

We further evaluate our model using MNIST, Fashion_MNIST, CIFAR10 and 

CIFAR100 data sets against the typical convolutional neural network with 

softmax (Lecun et al., 2015) and the work of Agarap, (2017). 

Image classification is an important aspect in the field of machine learning and 

image processing and can be widely applied in many fields, such as computer 

vision, network image retrieval and military automation target identification. K-

Nearest Neighbor (KNN) is robust to noisy training data and can be effective in 

training large data sets. It can also be used for categorical data or the mixture of 

both categorical and continuation data.  When implemented successfully, this 

work should be able to present an improved CNN model that can be used to 

classify images. 

The rest of the work is organized as follows: Section two looked at the various 

literature on related topics. Section three presented the methodology of the 

work. In section four, experiments were carried out and the results obtained 

were explained. Summary, conclusion and recommendation were contained in 

section five. 

 

SECTION TWO: LITERATURE REVIEW 

Wagner et al., (2013) compared the performance of unsupervised feature 

learning and transfer learning against simple patch initialization and random 

weight initialization within the same setup.  They showed that pre-training helps 

to train CNNs from few samples and that the correct choice of the initialization 

scheme can push the network’s performance by up to 41% compared to random 

initialization. Their results show that pre-training systematically improves 

generalization capabilities when handling datasets with few samples. They 

concluded that the choice of a pre-training method depends highly on the dataset 

used. They used the traditional filter selection and softmax as their classifier. 

In their work, Palaniappan et al., (2014) evaluated and compared the 

performance of the support vector machine (SVM) and K-nearest neighbor 

(KNN) classifiers in diagnosis respiratory pathologies using respiratory sounds 

from R.A.L.E database. They measured the performances of the classifiers 

using the confusion matrix technique. They found that the K-NN classifier was 

better than the SVM classifier for the discrimination of pulmonary acoustic 
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signals from pathological and normal subjects obtained from the RALE 

database. 

Lavin & Gray (2016) derived a new class of fast algorithms for convolutional 

neural networks using Winograd's minimal filtering algorithms. The algorithms 

were derived for network layers with 3x3 as filter size for image recognition 

tasks. Their algorithms reduced arithmetic complexity up to 4 times compared 

with direct convolution, while using small block sizes with limited transform 

overhead and high computational intensity. Their work basically concentrated 

on the convolution layer and did not consider other layers of the CNN. 

Abouelnaga et al.,(2016) studied the performance of different classifiers on the 

CIFAR-10 dataset, and build an ensemble of classifiers to reach a better 

performance. They were able to show that on CIFAR-10, K-Nearest Neighbors 

(KNN) and Convolutional Neural Network (CNN), on some classes, are 

mutually exclusive, and as such produced higher accuracy when combined. 

They applied the concept of Principal Component Analysis (PCA) to reduce 

overfitting in KNN, and then combined it with a CNN to increase its accuracy.  

Their work both KNN and CNN were used for feature extraction.  

Xue et al., (2016) investigated a series of data augmentation techniques to 

progressively improve the prediction invariance of image scaling and rotation. 

They used SVM classifier as an alternative to softmax to enhance generalization 

ability. The recognition rate was up to 92.74% on the patch level with data 

augmentation and classifier boosting. Their results showed that the combined 

CNN-SVM model beats models of traditional features with SVM as well as the 

original CNN with softmax. 

To deal with the problem associated with softmax classifier, (Zhou et al., 

2017)proposed a new technique of combining Biomimetic Pattern Recognition 

(BPR) with CNNs for image classification. BPR performs class recognition by 

a union of geometrical cover sets in a high-dimensional feature space and 

therefore can overcome some disadvantages of traditional pattern recognition. 

They evaluated the method using three image datasets: MNIST, AR, and 

CIFAR10.  

Agarap, (2017), presented an architecture which combines a convolutional 

neural network (CNN) and a linear SVM for image classification. They 

employed the use of a simple 2-Convolutional Layer with max-pooling. They 

tested their architecture using Fashion-MNIST datasets and found that the 
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CNN-softmax outperformed the CNN-SVM. They confessed that there was no 

enough preprocessing of the data in their study and they need to improve on 

their model to achieve more accurate results, 

In their paper, Nguyen et al. (2017) proposed a presentation attack detection 

(PAD) method called Spoof Detection for near-infrared (NIR) camera-based 

finger-vein recognition system using convolutional neural network (CNN) to 

enhance the detection ability of previous handcrafted methods.  They derived a 

suitable feature extractor for the PAD using CNN. They processed the extracted 

image features in order to enhance the presentation attack finger-vein image 

detection ability of the CNN method using principal component analysis 

method (PCA) for dimensionality reduction of feature space and support vector 

machine (SVM) for classification. Through extensive experimental results, they 

endorsed that their proposed method is suitable for presentation attack finger-

vein image detection and it can deliver superior detection results when 

compared with other CNNs methods. 

Ren et al., (2018) presented the use of fully convolutional architectures in the 

notable object detection systems such as Fast/Faster RCNN to replace the fully 

connected layer of CNNs. They derived a general formula specifically to 

accurately design the input size of the various fully convolutional networks in 

which the convolutional layer and pooling layer are concatenated with their 

strides and have proposed an efficient architecture of skip connection to 

accelerate the training process. They compared their model with Fast RCNN 

and the accuracy increased by about 2%. They tested their method using a very 

small data set. Again, using CNN as a classifier might not be feasible because 

fully connected layer is able to generalize the feature extracted into the output 

space and also the output need to be scaler. 

In their work, Zhang et al. (2018) proposed a k-Tree method to learn different 

optimal k values for different test and new samples, by involving a training 

stage in the KNN classification. In the training stage, k-Tree method first learns 

optimal k values for all training samples by a new sparse reconstruction model, 

and then constructed a decision tree using training samples and the learned 

optimal k values. In the test stage, the k-Tree obtained as output the optimal k 

value for each tested sample, before the KNN classification was carried out 

using the learned optimal k value and all training samples. Their model had 

similar running cost but higher classification accuracy, compared with 
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traditional KNN methods but less running cost. It also realized similar 

classification accuracy, compared with the newly KNN methods, which assign 

different k values to different test samples.  

Zhang et al. (2018) further proposed an improved version of k-Tree method  

called k*Tree method to speed up the test stage by extra storing the information 

of the training samples in the leaf nodes of kTree, such as the training samples 

located in the leaf nodes, their KNNs, and the nearest neighbor of these KNNs. 

The model was able to conduct KNN classification using a subset of the training 

samples in the leaf nodes rather than all training samples used in the newly KNN 

methods. This actually reduced running cost of test stage.  

(Dang et al., 2018) used the powerful parallel computing ability of quantum 

computers to optimize the efficiency of image classification. Their scheme was 

based on quantum K Nearest-Neighbor algorithm. The complexity of the 

quantum algorithm was found to be superior to the classical algorithms. 

Moreover, the measurement step is executed only once to ensure the validity of 

the scheme. Their experimental results showed that, the classification accuracy 

is 83.1% on Graz-01 dataset and 78% on Caltech-101 dataset, which is close to 

existing classical algorithms and they concluded that their quantum scheme has 

a good classification performance and improved the efficiency. 

In their work, Wang et al., (2019) proposed  a SAR image recognition algorithm 

based on the CNN-ELM algorithm is proposed by combining the CNN and the 

ELM algorithm. They conducted their experiment on the Moving and Stationary 

Target Acquisition and Recognition (MSTAR) database which contains 10 

kinds of target images. The experiment result showed that their algorithm 

realized the sparsity of the network, improve the overfitting problem, and speed 

up the convergence speed of the network. They also mentioned that the running 

time of the experiment was very short and when compared with other 

experiment on the same database, it indicated that their experiment generated a 

higher recognition rate. Their experiment was carried out on moving images 

unlike ours which uses stationary images. 

Lu et al., (2019) applied convolutional neural network to the detection of power 

network icing that could effectively classify and recognize power network icing 

image. They proposed a hybrid classification model combining convolution 

neural network and support vector machine. Their simulation results showed 

that it was feasible to use convolution neural network to classify the detection 
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images of ice-covered power grid. They compared their model with the original 

CNN and reported that their model had better image classification effect.  

Based on the literature studied, we discovered that most researchers tried to 

improve the performance of the CNN by adding SVM as classifier neglecting 

other types of classifiers. As such, this work tried to explore the potentiality of 

the KNN by adding it to the CNN, Furthermore, the KNN suffers 

dimensionality curse, which according to (Pal et al., 2016) is a major setback of 

the KNN. We proposed our model in order to improve the performance of the 

CNN as well as eliminate the dimensionality curse limitation of the KNN. 

 

SECTION THREE: METHODOLOGY 

The Proposed System 

In this work, we are implementing the work earlier proposed by Abubakar & 

Boukari, (2018). We adopted the concept of replacing the softmax classifier 

with K-Nearest Neighbor (K-NN). We first use the CNN for feature extraction 

to produce filtered feature maps. We then replace the SVM of Agarap, (2017)  

with the K-NN at the fully connected layer for classification.  

 

Architecture of the Proposed System 

 
Figure 1: The Proposed Model Architecture. 

 

A CNN architecture with alternating convolutional and max-pooling layers is 

used here because it propagates the maximum value within a receptive field to 

the next layer (Ranzato et al., 2007). The nodes in the output layer match one-

character class. After using CNN for feature extraction, the extracted features 

are then fed into K-NN for classification. 

To extract the CNN based feature, network training is used first, which is 

composed of two main procedures, namely, forward propagation and back-

propagation (Yang, et al., 2015). 



 

 

International Journal of Pure and Applied Science  

Published by Cambridge Research and Publications 

 

                                                                      IJPAS ISSN-2743-6264 (Print) 
19 

Vol. 19 No.9 

September, 2020. 

Forward Propagation 

Suppose that we have some 𝑀 × 𝑁 input image, where M is the width and N 

the height. We train a convolutional filter ω of 𝑚 × 𝑛, our convolutional layer 

output will be of size(𝑀 −𝑚 + 1) × (𝑁 − 𝑛 + 1). 

To compute the pre-nonlinearity input to some unit 𝑥𝑖𝑗
𝑙  in a layer, we need to 

sum up the contributions (weighted by the filter components) from the previous 

layer cells given by:  𝑥𝑖𝑗
𝑙 = ∑ ∑ 𝜔𝑎𝑏

𝑛−1
𝑏=0 𝑦(𝑖+𝑎)(𝑗+𝑏)

𝑙−1  … (1)𝑚−1
𝑎=0  

This is just a convolution. The convolutional layer then applies its nonlinearity:  

𝑦𝑖𝑗 
𝑙 =  𝜎(𝑥𝑖𝑗

𝑙 ) = max(0, 𝑥) = {
𝑥,            𝑖𝑓 𝑥 ≥ 0
0,            𝑖𝑓 𝑥 < 0

… (2)   

where 𝜎(𝑥𝑖𝑗
𝑙 ) is define by the ReLU activation function which is a linear identity 

for all positive values and zero for all negative values (Nwankpa et al., 2018). 

Max-pooling is applied for down-sampling. The max-pooling layers are 

relatively simple, and do no learning themselves. They fundamentally accept a 

𝑘 × 𝑘 region and produce a single value, which is the maximum in the region.  

As such, given an input  𝑀 × 𝑁 , max-pooling will output a 
𝑀

𝑘
 ×

𝑁

𝑘
, thus a 𝑘 × 𝑘 

region is reduced to a single value. 

 

Backward Propagation 

We start by defining some error function, E with respect to each neuron output 
𝜕𝐸

𝜕𝑦𝑖𝑗
𝑙   applying chain rule. The chain rules states that the derivative of 𝑓(𝑔(𝑥)) is 

 𝑓′(𝑔(𝑥)). 𝑔′(𝑥). 

 We can then obtain the equation: 
𝜕𝐸

𝜕𝜔𝑎𝑏
= ∑ ∑

𝜕𝐸

𝜕𝑥𝑖𝑗
𝑙  

𝜕𝑥𝑖𝑗
𝑙

𝜕𝜔𝑎𝑏
 … (3)𝑁−𝑛

𝑗=0
𝑀−𝑚
𝑖=0  

From equation (1)  
𝜕𝐸

𝜕𝜔𝑎𝑏
= ∑ ∑

𝜕𝐸

𝜕𝑥𝑖𝑗
𝑙  𝑦(𝑖+𝑎)(𝑗+𝑏)

𝑙−1 …(4)𝑁−𝑛
𝑗=0

𝑀−𝑚
𝑖=0  

In this case, we must sum over all xℓ
ij expressions in which ωab occurs. 

In order to compute the gradient, we need to know the values of  
𝜕𝐸

𝜕𝑥𝑖𝑗
𝑙  and can be 

computed using equation (2) to yield:       

𝜕𝐸

𝜕𝑥𝑖𝑗
𝑙 = 

𝜕𝐸

𝜕𝑦𝑖𝑗
𝑙

𝜕𝑦𝑖𝑗
𝑙

𝜕𝑥𝑖𝑗
𝑙 =

𝜕𝐸

𝜕𝑦𝑖𝑗
𝑙

𝜕

𝜕𝑥𝑖𝑗
𝑙  ( 𝜎(𝑥𝑖𝑗

𝑙 )) =  
𝜕𝐸

𝜕𝑦𝑖𝑗
𝑙 ( 𝜎′(𝑥𝑖𝑗

𝑙 ))… (5) 

Where 𝜎′(𝑥𝑖𝑗
𝑙 ) is the partial derivative of 𝜎(𝑥𝑖𝑗

𝑙 ) with respect to 𝑥𝑖𝑗
𝑙 . 

There is need to also propagate errors back to the previous layers.  
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𝜕𝐸

𝜕𝑦𝑖𝑗
𝑙−1 = ∑∑

𝜕𝐸

𝜕𝑥(𝑖−𝑎)(𝑗−𝑏)
𝑙  

𝜕𝑥(𝑖−𝑎)(𝑗−𝑏)
𝑙

𝜕𝑦𝑖𝑗
𝑙−1

𝑛−1

𝑏=0

𝑚−1

𝑎=0

= ∑∑
𝜕𝐸

𝜕𝑥(𝑖−𝑎)(𝑗−𝑏)
𝑙  𝜔𝑎𝑏 

𝑛−1

𝑏=0

𝑚−1

𝑎=0

…(6)  

where 
𝜕𝑥(𝑖−𝑎)(𝑗−𝑏)
𝑙

𝜕𝑦𝑖𝑗
𝑙−1 = 𝜔𝑎𝑏  from equation (3). 

 

Classification using the K-Nearest Neighbor (KNN)  

The classification rules of KNN are generated by the training samples 

themselves without any additional data. KNN classification algorithm predicts 

the test sample’s category according to the K training samples which are the 

nearest neighbors to the test sample, and judge it to that category which has the 

largest category probability. The process of KNN algorithm to classify an image 

X according to Lihua et al., (2006) is: 

Suppose that there are j training categories as  𝐶1, 𝐶2,… , 𝐶𝑗 , and the sum of the 

training samples is N. After feature extraction, the image becomes k-dimension 

feature vector, we make image X to be the same vector form (𝑋1, 𝑋2,… , 𝑋𝑚 ) 

as the training samples. We then calculate the similarities between all training 

samples and image X, taking the ith image 𝑑𝑖 = (𝑑𝑖1, 𝑑𝑖2, … , 𝑑𝑖𝑚 ), the 

similarity  𝑆𝐼𝑀(𝑋, 𝑑𝑖 )  as  

𝑆𝐼𝑀(𝑋, 𝑑𝑖) =  
∑ 𝑋𝑗 . 𝑑𝑖𝑗
𝑚
𝑗=1

√∑ 𝑋𝑗
𝑚
𝑗=1 .  √∑ 𝑑𝑖𝑗

𝑚
𝑗=1

…(7) 

We choose k samples which are larger from N similarities of 

𝑆𝐼𝑀(𝑋, 𝑑𝑖 ), (𝑖 1,2, … , 𝑁) and treat them as a KNN collection of X. Then, 

calculate the probability of X belong to each category respectively with the 

following formula.   

𝑃(𝑋, 𝐶𝑗) =  ∑ 𝑆𝐼𝑀(𝑋, 𝑑𝑖). 𝑦(𝑑𝑖 , 𝐶𝑗)… (8)

𝑑𝑗𝜖𝐾𝑁𝑁

 

Where, 𝑦(𝑑𝑖 , 𝐶𝑗) is a category attribute function that satisfies: 

 𝑦(𝑑𝑖 , 𝐶𝑗) =  {
1, 𝑑𝑖 ∈  𝐶𝑗
0, 𝑑𝑖 ∉  𝐶𝑗   

… (9) 

Image X is classified based on the category which has the largest 𝑃(𝑋, 𝐶𝑗 ) . 
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System Design 

 In designing our model, the convolutional layers and pooling layers of the CNN 

are fixed while the full-connected layer of the CNN is replaced by the KNN. 

The topology of KNN is also shown as in Figure 3. In other words, the feature 

images trained by CNN are considered as the input of KNN, and the 

classification results are obtained through KNN. The role of KNN is to act as a 

classifier in CNNKNN model.  

 

Datasets 

The datasets to be used in this work are given in Table 1 below: 

Table 1: Datasets 

Dataset  Dataset Training 

Sample  

Testing 

Sample  

Class  Sample 

per 

Class   

Properties 

MNIST 60,000 10,000 10 6,000 28x28 

grayscale 

Fashion_MNIST 60,000 10,000 10 7,000 28x28 

grayscale 

CIFAR10 50,000 10,000 10 5,000 32x32 coloured 

CIFAR100 50,000 10,000 100 500 32x32 coloured 

 

Performance Metrics 

The performance of the existing system and the proposed system was evaluated 

using the following performance metrics: 

 

Training time 

The training measures how long it took the model to go through and learn the 

training set. It is a determinant of how fast it takes to train a particular model on 

a dataset. It is calculated as the difference between the finish time and the start 

time. Mathematically, it can be calculated as: 

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 = 𝑓𝑖𝑛𝑖𝑠ℎ𝑡𝑖𝑚𝑒 − 𝑠𝑡𝑎𝑟𝑡𝑡𝑖𝑚𝑒 …(13) 

This work was implemented using Python, Keras API with tensor flow backend 

environment in Anaconda 3. Other libraries include Numpy, Pandas, and Scikit 
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Learn, which are most used open-source libraries intended for machine learning 

analysis.  

 

SECTION FOUR: RESULT AND DISCUSSION 

System Testing  

Preprocessing of the data before feature extraction is important. This includes 

resizing, reshaping, scaling of images and splitting of the dataset into batches. 

The images in the datasets are required to be in the same dimension because the 

same filter shall be used to extract features from them by sliding over in 

convolutional layer.  

The filter used in CNNs have an attribute size, which is in relation to the number 

of weights used to extract the features of an area of the image. In the proposed 

hybrid model, we are used 5x5 kernel sizes. The first convolutional layer was 

defined to have 32 kernels and the second one has 64. The third layer has 128 

nodes in a fully connected architecture. The fourth layer is composed of 10 

nodes also fully connected. The last layer is a softmax operation. 

The first step in order to build our model is to train the CNN using backward 

propagation algorithm. The ADAM optimizer (Kingma & Ba, 2015) was used 

in order to optimize the model that makes use of a cross-entropy loss function. 

After training the CNN, in order to construct the model, the softmax layer was 

subsequently dropped so that the activations of the 128 nodes fully connected 

previous layer are used as the features extracted from a given image from the 

datasets. As such, instead of feeding the KNN classifier with the rows of large 

pixels values, the model is built by feeding the KNN classifier with the 128 

higher level features extracted from the trained CNN.   

The same process was followed in the implementation of the two existing 

models which were used to test the performance of our model.  

 

Experimental Results  

The experiments were carried out using four datasets on our model: the MNIST, 

the fashion MNIST, the CIFAR10 and the CIFAR100 datasets. On each dataset, 

ten experiments were conducted by training CNN (Lecun et al., 2015), CNN 

with SVM (Agarap, 2017) and CNN with KNN (our proposed model) and 

testing the models with the test sets from each dataset. We executed each 

experiment on the models ten times (epochs). 
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In the experiment, the original convolutional neural network, CNN, was used 

to extract the feature from the images and the proposed hybrid system that 

consists of using a KNN classifier on the 128 high-level features extracted by 

the conventional neural network is called CNNKNN. We executed each of the 

mentioned models ten times.  

The results for the experimental results of the existing and proposed models are 

described below: 

 

Comparison of the Models 

In this section, we compared the means of the results of the three models on all 

the dataset. The table below depicts the mean of the values obtained: 

Table 2: Mean Training Times(s) on all Datasets  

Model/ Dataset MNIST Fashion_MNIST CIFAR10 CIFAR100 

CNN (Lecun et al., 

2015) 

399.77 346.58 345.61 343.74 

CNNSVM (Agarap, 

2017) 

61.82 31.84 44.63 45.77 

CNNKNN (our model) 40.67 30.39 42.63 43.90 

 

 
Figure 2: Training Time Performance of the Models on all Datasets. 
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Our model outperformed the others by obtaining the minimum training time, 

which implied that our model was fast in going through all the training images 

in all the datasets. 

 

SECTION FIVE: SUMMARY AND CONCLUSION 

Summary 

In this thesis, we proposed a model of classifying images based on the 

hybridization of convolutional neural network and k-nearest neighbor.  We 

developed an improved faster classification model where the CNN was used for 

feature extraction and the 128 extracted features were classified using the KNN 

instead of the usual softmax. The model was using four different datasets, 

namely: MNIST, which consist of handwritten images of numbers; 

fashion_MNIST consisting of images of different types of clothing; CIFAR10 

and CIFAR100 consisting respectively of images of different kinds. 

Furthermore, comparison was made with two existing models, the original CNN 

with softmax classifier and an improved CNNSVM model which is a combination 

of both CNN and SVM. The mean training times of the three models on the four 

dataset were 358.92s for CNN, 46.02s for CNNSVM and our model 39.42s.  

 

Conclusion  

This work had shown that a hybrid system composed of a CNN with KNN 

improves the classification accuracy and reduces the training time when 

compared with the original CNN. We were also able to show that K-nearest 

neighbor (KNN) can be used on large dataset as SVM.  

The model CNNKNN demonstrated good performances on all the datasets. The 

use of feature extraction process helped in producing fast and accurate image 

classification. This indicated that extraction of characteristics is an excellent 

initial approach, with a very good compromise between performance and 

complexity.   

As expected, the CNN model presents a good performance, but the proposed 

CNNKNN model is better. Again, the experiments suggest that learning high-

level feature indeed improves the speed of a posterior classifier.  

Since our model was faster in training the datasets. It was observed that 

CNNKNN improved the accuracy of the CNN. Therefore, our proposed hybrid 

system is shown to be a better classifier than the original CNN model. 
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Future work 

This work could be extended to accommodate data of different types such as 

video, audio and text so as to enable KNN be more versatile when applied these 

datasets. 
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